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This special issue of SMR is about the analysis of data collected at different levels of observation, such as groups and individuals within these groups, and about the methodological problems that are present when natural experimentation and observations nested within existing social groups are the object of study. The methodological problems are summarized in the term multilevel problems. A multilevel problem is a problem that inquires into the relationships between a set of variables that are measured at a number of different levels of a hierarchy. This article discusses some traditional approaches to the analysis of multilevel data and their statistical shortcomings. The random coefficient linear model is presented, which resolves many of these problems, and the currently available software is discussed. Next, some more general developments in multilevel modeling are discussed. The authors end with an overview of this special issue.

Multilevel Analysis Methods
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The relationship between individual and society has been a prominent problem in sociology ever since Durkheim's research into suicide (Durkheim 1898/1951). The general concept is that the behavior of individuals is influenced by the social contexts to which they belong and that the properties of a social group are influenced by the individuals who make up that group. This general conception has led to much empirical research into the interaction between variables that describe properties of individuals and variables that describe properties of social groups (cf. Boyd and Iversen 1979; Roberts and Burstein 1980; Van den Eeden and Huettner 1982; Blalock 1984). It has also led to a major philosophical debate as to whether contexts have any autonomous existence or whether their properties can be fully reduced to the properties of the individuals defining the context. This debate has not led to a firm conclusion, and we will not...
go into it here (for a discussion in terms of contextual analysis, see Hauser 1970). Instead, we will focus on the methodological problems that arise when we want to model relationships between individual and contextual variables, and we will discuss some analysis techniques that have come into use only recently.

It is important to note that individuals and the social contexts in which they live can be viewed as a hierarchical system of individuals and groups, with individuals and groups defined at separate levels of this hierarchical system. Variables can be defined at all distinct levels of this hierarchical system. Lazarsfeld and Menzel (1961) give a typology to describe different types of variables, defined at different levels. The lowest level is usually formed by individuals, although test items or repeated measurements in longitudinal designs can function as first-level observations too. Galtung (1969), for instance, defines roles as the lowest level nested within individuals.

When variables from different levels are analyzed at one single, common level, it becomes an important problem to identify the proper level to which all variables must be aggregated or disaggregated for the statistical analysis. Also, if the researcher is not very careful in the interpretation of the results, a danger exists of committing the fallacy of analyzing the data at one level and making inferences to another (higher or lower) level. This fallacy is known as the "ecological" fallacy or the Robinson effect, after Robinson (1950). Robinson describes the mathematical relation between ecological (i.e., aggregate) and individual correlations and concludes that both are almost certainly not equal, either in magnitude or in sign. Alker (1969) presents a broader typology of possible fallacies. These fallacies also affect more complicated models (Hanman 1971; Burstein 1978).

The discussion about inferential fallacies, which focused on conditions and correcting procedures to permit inference from one level to another, has given way after 1980 to a discussion about the appropriate procedures to investigate cross-level hypotheses, or multilevel problems (cf. Iversen 1991). Often problems of a multilevel nature will concern samples of individuals within existing real-life settings, for example students or parents nested in schools (Muthén and Goldstein in this issue), employees nested in industries (Kreft and de Leeuw in this issue), or respondents nested in interviewers (Hox in this issue). Other examples are longitudinal data, which have a nested structure of repeated measurements within subjects (Bryk and Raudenbush 1987), complex surveys with subjects nested within sampling units (Goldstein and Silver 1989), and data from factorial surveys (Hox, Kreft, and Hermkens 1991).

We start with an overview of the special problems encountered when analyzing grouped data, followed by an introduction of the hierarchical linear model or random coefficient (RC) model and the available software. For more detailed descriptions of the random coefficient model within the context of specific applications, we refer to the articles in this special issue by Hox, Kreft and de Leeuw, Snijders and Bosker, and Goldstein. Next we discuss some recent developments, one of which (multilevel covariance structures) is presented in more detail in the articles by Muthén and McDonald.

**OVERVIEW OF MULTILEVEL PROBLEMS IN DATA ANALYSIS**

The main problems that prohibit the application of traditional single-level statistical models to multilevel data can be summarized with the keywords dependency, random effects, hierarchical nesting, and cross-level interactions.

**Dependency.** Observations within a group that are close in time and/or space are expected to be more similar than observations in different groups. The amount of covariation between the scores of observations sharing the same context can be expressed by the intraclass correlation (Hays 1973). When ordinary significance tests are used, treating the individual as the unit of analysis, the important assumption of independence of residual error terms is violated. Even small values of the intraclass correlation have been shown to lead to Type I errors that are much larger than the nominal alpha level. For example, Barcikowski (1981) shows that an intraclass correlation of 0.01 in four groups of 25 observations results in a Type I error rate of 0.17 instead of the nominal 0.05 alpha level.

**Random effects.** An effect in ANOVA is said to be fixed when inferences are to be made only about the treatments actually included. An effect is random when the treatment groups are sampled from a
population of treatment groups and inferences are to be made to the population of which these treatments are a sample. Random effects need random effects ANOVA models (Hays 1973). Multilevel models assume a hierarchically structured population, with random sampling of both groups and individuals within groups. Consequently, multilevel analysis models must incorporate random effects.

**Hierarchical nesting.** In ANOVA, when treatments or groups occur only within levels of another factor, the first factor is said to be nested within the second. The same nesting occurs with hierarchical data, with individuals nested within groups. Nested designs call for analysis models that handle two sources of variation: between group variation and systematic variation between individuals within groups. ANOVA models for nested and repeated measures designs can be used to analyze multilevel data, but complications arise when the group sizes are unequal or the time periods between repeated measures vary. Multilevel models handle these complications in a natural way.

**Cross-level interactions.** Cross-level interactions are interactions between explanatory variables defined at different levels of the hierarchy. An important subclass of the multilevel problem is the question of how several individual and group variables jointly influence one individual outcome variable. Traditionally, such questions were answered by executing a single analysis of variance or multiple regression type of model with one dependent variable at the lowest (individual) level and explanatory variables at all levels of the hierarchy. The goal of the analysis is to determine the direct effect of individual- and group-level explanatory variables, as well as to determine if characteristics of the context are moderating individual-level relationships (cf. Cronbach and Webb 1975). Analyzing cross-level interactions requires that variables defined at different levels of the hierarchy are combined in a single statistical model. As we will show, disaggregating all higher level variables and performing a single-level analysis implies unacceptable simplifications, leading to inefficient parameter estimates and downwardly biased precision estimates. Multilevel models are designed to solve these problems.

**PAST APPROACHES TO MULTILEVEL ANALYSIS**

Assume that we have a dependent variable $Y_j$ at the lowest level, with $j = 1 \ldots K$ higher level units or groups, and $i = 1 \ldots n_j$ lower level units or individuals in each group. We have $P \ (p = 1 \ldots P)$ explanatory variables $X_{pj}$ at the individual level, and $Q \ (q = 1 \ldots Q)$ explanatory variables $Z_{qj}$ at the group level.

In the past, two approaches have been popular to analyze this type of hierarchically nested data using traditional multiple regression models. The first approach has been to disaggregate all higher level explanatory variables $Z_{qj}$ to the lowest level, followed by an ordinary least squares regression analysis. The regression equation, predicting $Y_j$ by the $X_{pj}$s and $Z_{qj}$s is given by:

$$ Y_j = \beta_0 + \beta_1 X_{1j} + \ldots + \beta_p X_{pj} + \beta_{p+1} Z_{1j} + \ldots + \beta_{P+Q} Z_{qj} + \varepsilon_j. $$  

(1)

In equation (1), $\beta_0$ is the regression intercept, and $\beta_p \ (p = 1 \ldots P + Q)$ are the $P + Q$ regression slopes. We use the convention adopted in Kreet, de Leeuw, and Kim (1990), where we underline random variables in model equations. In the ordinary multiple regression equation (1), there is only one stochastic error component $\varepsilon_j$, which is assumed to be independent, normal, and homoscedastic. However, because the individuals are sampled within groups, all unmodeled group variation will enter the residual error term at the group level. Thus we may expect a nonzero covariance between the residual error terms of individuals making up a group, which violates an important assumption on which standard errors and significance tests in ordinary multiple regression and analysis of variance are based. The lack of independence results in inefficient estimates and a Type I error rate that is much higher than the nominal alpha level. Ordinary multiple regression also assumes that all regression coefficients are equal in all groups, but offers no procedure to test this assumption. This restriction does not apply if analysis of covariance (ANCOVA) is used, with the lower level explanatory variables $X_{pj}$ as covariates. ANCOVA is a fixed-effects model that allows different intercepts and slopes in the separate groups. If there are many groups, this leads to a large number of estimated parameters. This is not very efficient nor parsimonious,
and the assumption of fixed-slope effects is often not realistic. Also, ANCOVA does not model group-level explanatory variables.

A second way to analyze multilevel data is the "slopes-as-outcomes" approach, first discussed in Burstein, Linn, and Capell (1978). In this approach, separate fixed-effects regression models are fitted within each group, using the lower level explanatory variables \(X_{qj}\) as predictors. Next, the within-group coefficients \(\beta_{pi}\) (\(p = 0 \ldots P\), where \(\beta_0\) is the intercept) are, in turn, used as dependent variables to be predicted by the higher level explanatory variables \(Z_{qj}\). As de Leeuw and Kreft (1986) point out, using ordinary multiple regression to estimate the regression coefficients in both steps is inconsistent because, in the first step, we view the regression coefficients \(\beta_{pi}\) as fixed coefficients to be estimated by within groups regressions, whereas in the second step, we view them as random variables to be estimated by a between-groups regression. If the usual model assumptions are true at the lowest level, they will not be true at the second; the error structure will generally be quite different from the error structure assumed by the linear model. As a result, significance tests based on the usual standard errors are badly misleading (de Leeuw and Kreft 1986; Bryk and Raudenbush 1992).

In sum: Ordinary least squares (OLS) models applied to hierarchical data produce unstable estimates of the parameters and downwardly biased estimates of their precision because the assumptions on which OLS is based are badly violated. The assumptions underlying ANCOVA are more realistic, but still too restricted. For hierarchical data, we need hierarchical models and specialized estimation methods.

**RANDOM COEFFICIENT MODELS FOR HIERARCHICAL DATA**

Statistically, multilevel models are an extension of variance component models (e.g., Searle, Casella, and McCulloch 1992), where the parameters are not used to model the expected values of the outcomes, but rather to model variances and covariances. Variance components in a one way classification are formulated as in (2):

\[
Y_{ij} = \gamma_0 + \delta_j + e_{ij}.
\]

where \(Y_{ij}\) is an observation of the \(i\)th person in the \(j\)th context, \(\delta_j\) is the effect of the \(j\)th context, and \(e_{ij}\) is the individual error term. In this simple case, with no explanatory variables, the scores for \(Y_{ij}\) may be thought of as a sum consisting of a general mean \(\gamma_0\), a random effect \(\delta_j\) associated with a particular context, and an individual error term \(e_{ij}\).

Thus the variance component model distinguishes individual error variation and error variation of contexts or groups.

The multilevel models discussed in this special issue are different from the one-factor random effects model (2), because the last one is too general. RC models are mixed models that allow fixed effects to be estimated next to the random effects. In equation (3) we introduce such a mixed model, where we have \(P + 1\) explanatory variables \(X_{qij}\) (\(p = 0 \ldots P\), the intercept \(\beta_0\) is modeled by \(X_0 = 1\) with random regression coefficients \(\beta_{pj}\).

\[
Y_{ij} = \Sigma \beta_{pj}X_{qij} + e_{ij},
\]

where the \(\beta\) are random coefficients with a fixed and a random component, defined as a function of higher level variables \(Z_{qj}\) (\(q = 0 \ldots Q\), with \(Z_0 = 1\):

\[
\beta_{pj} = \Sigma \gamma_{pq}Z_{qj} + \delta_{pj}.
\]

The usual assumptions are that the \(X_{qj}\) and \(Z_{qj}\) are fixed, that the individual level errors \(e_{ij}\) are independently and identically distributed with expectation 0 and variance \(\sigma_e^2\) within each group, and that the errors \(\delta_{pj}\) are independent from the \(e_{ij}\) and have a multivariate normal distribution with expectation 0 and (co)variances \(\omega_{pq}\), collected in covariance matrix \(\Omega\). In this extension of the variance components model, the total variance, usually divided into a single within and a single between part, is divided into a single within part (the variance \(\sigma_e^2\) of \(e_{ij}\)), and a number of between parts (the variances \(\omega_{pq}\) of the \(\delta_{pq}\)), one for each coefficient. By substituting (4) into (3) we obtain

\[
Y_{ij} = \Sigma \gamma_{pq}X_{qij}Z_{qj} + \Sigma \delta_{pq}X_{qij} + e_{ij}.
\]

where \(\gamma_{pq}\) is defined as all fixed components of the random coefficients of the model, including the intercept, and \(\delta_{pq}\) is defined as all random components of the random coefficients in the model. Note that the
The researcher has the choice of setting the slope variation ($\delta_{ij}$, $p > 0$) to zero. Doing so, the slope is no longer random over contexts, but fixed. If there are no explanatory variables, the RC model (5) simplifies to the variance component model (2). In this model, we can define the intraclass correlation coefficient as $\rho_i = \omega_{xi}/(\omega_{xi} + \sigma_i^2)$, where $\omega_{xi}$ is the variance of the $\delta_{ij}$ and $\sigma_i^2$ is the variance of the $e_{ij}$. In the general random coefficient model, we also have covariances $\omega_{xp}$ between the error terms $\delta_{ij}$ and $\delta_{jk}$, and the intraclass correlation is no longer simple to interpret.

The difference in definition of the regression coefficients in the fixed models compared to the random model is that the first are conceived as representing always the same (fixed) treatments, whereas the regression coefficients in the random case are conceived as a random sample of a population distributed as $(\gamma_{00}, \omega_{0})$ for the intercept, and as $(\gamma_{ip}, \omega_{ip})$ for the slopes. Each variance component $\omega_{ip}$ is a variance in its own right and is a component of the variance in $Y$.

The purpose of RC models is to estimate the expected values $\gamma_{ip}$ and variances $\omega_{ip}$. Computational methods for the joint estimation of random and fixed effects by empirical Bayes' estimation methods can be found in the literature. For a review of the statistical theory, we refer to Mason, Wong, and Entwisle (1984), de Leeuw and Kreft (1986), Goldstein (1987), and Bryk and Raudenbush (1992). These investigators all work with basically the same model, which deals with the problem of analyzing nested data collected under nonexperimental conditions. For examples of multilevel modeling and the RC model, we refer to the contributions of Hox and Kreft and de Leeuw in this issue.

**DESCRIPTION OF THE AVAILABLE SOFTWARE: GENMOD, HLM, ML3, AND VARCL**

The model for the analysis of hierarchically nested data is known under several names. It is a linear model, hence the name hierarchical linear model (HLM, in Bryk and Raudenbush 1992). The effects estimated are not fixed, but random, reflecting the random sampling of the groups in the model; hence another name used for this type of model, random coefficient model (de Leeuw and Kreft 1986). The error variance of the model is decomposed in variance at the individual level and variances at higher levels of the hierarchy, which leads to another name for this model, variance component models (Longford 1990).

Currently, there are four specialized programs available to analyze random coefficient regression models: HLM (Bryk, Raudenbush, Seltzer, and Congdon 1988), GENMOD (Mason, Anderson, and Hayat 1988), ML3 (Prosser, Raudenbush, and Goldstein 1994), and VARCL (Longford 1990).

There are some differences between the models that can be fitted by the programs, but the various approaches have much in common and generally lead to the same conclusion. Most programs can deal with up to three levels (HLM3 which is in beta testing), ML3, VARCL3—VARCL9 can analyze random intercept models with 9 levels). All programs use maximum likelihood (ML) estimation to decompose the variance. Asymptotic standard errors are available for the estimated parameters, which can be used for hypothesis testing. All programs allow to fix the variance of a specific regression slope to zero, which assumes that this slope is fixed. In addition, a deviance can be calculated from the value of the likelihood function, which can be used to test the difference in fit between two nested models, in a manner analogous to the chi-square test between two nested covariance structure models. This likelihood ratio test is especially useful for testing differences in the random structure of the model that are the result of fixing certain regression slopes across groups.

Computing the ML estimates involves complex nonlinear expressions in the parameters, which must be solved by an iterative procedure. The major difference between the programs is in the choice of the criterion that is optimized and the choice of the algorithm that is used to optimize the criterion.

**ALGORITHMS**

The four programs use three types of algorithms: iterative generalized least squares (IGLS), scoring, and EM algorithm.

IGLS (Goldstein 1987) views the likelihood function as depending on two sets of parameters: the fixed regression coefficients $\gamma$ and the variance components $\Omega_i$ and $\sigma_i$. If the variance components were
known, the regression coefficients could be estimated easily by weighted least squares. If the regression coefficients were known, the variance components can be estimated fairly simply as well. IGLS alternates these two minimizations iteratively. IGLS is used by ML3.

The second algorithm, proposed for multilevel models by Longford (1987) and de Leeuw and Kreft (1986), is the classical method of (Fisher) scoring. This is the Newton-Raphson method, applied to the likelihood function with a convenient first-derivative approximation to the second derivatives. The scoring algorithm is used by VARCL.

The third algorithm is the EM algorithm of Dempster, Laird, and Rubin (1977). The EM algorithm is based on bounding the likelihood function with a more convenient minorization. In each iteration, the minorization is maximized, and each of these steps increases the likelihood function as well. Multi-level programs using the EM algorithm are GENMOD and HLM.

Theoretically, a comparison of the algorithms should reflect the fact that EM typically has (very) slow linear convergence, which is global, (i.e., which occurs from any starting point). Both iterative generalized least squares and scoring have fast linear convergence and, for models that fit very well, scoring will have almost quadratic convergence. Both methods have global convergence as well. The Newton-Raphson method is truly quadratic, but it may diverge from the starting point when this is poorly chosen. Only the EM algorithm used by GENMOD and HLM produces estimates that cannot have values outside permissible boundaries; ML3 (based on IGLS) and VARCL (scoring) adjust inadmissible estimates. From our experience so far (Kreft et al. 1990), it seems that in practice the differences between the programs are less clear than the theory suggests.

**FULL AND RESTRICTED ML**

It is well-known that full ML estimation (FML), which treats the fixed coefficients as known, often produces downwardly biased variance estimates (Harville 1977). Restricted ML (REML) adds bias correction terms to the ML estimates, which amounts to treating the fixed coefficients as quantities that have uncertainty built in, when the random parameters are computed. For small data sets, the different estimation procedures may have different results. In theory, REML should produce less biased estimates, especially in small data sets. In practice, it appears that with small data sets, results may differ even among programs that use the same estimation method (Kreft et al. 1990). For literature on RIGLS (which is comparable to REML), we refer to Goldstein (1987). A practical distinction is that with FML, the overall deviance can be used to test differences between nested models that differ in either their fixed or their random components, whereas with REML, the deviance can only be used to test differences in the random components. GENMOD and HLM use REML, VARCL uses FML, and ML3 offers both.

**RECENT DEVELOPMENTS**

The random coefficient model is essentially a multilevel version of the familiar multiple regression model. The wide range of applications of the random coefficient model attests to its versatility. However, the model has some serious limitations. First, it is design oriented, assuming fixed regressors. In hierarchical data, the regressors are often sampled in the same way as the dependent variables, and thus this assumption is not appropriate. The second limitation is that it deals with a single dependent variable, predicted by several explanatory variables. In general, there is often more than one dependent variable. One could apply it to each dependent variable separately, but this is not completely satisfactory because it ignores the relations between them. Thus a multivariate extension is desired and, preferably, the capability to fit multilevel path models. A third limitation is that the available programs cannot handle missing data. A fourth limitation is the linearity of the existing techniques, and a fifth is the assumption of normality of the residuals.

All of these limitations restrict the applicability of the currently available techniques to sociological research data. For two of these limitations, multivariate extensions and nonnormal models, solutions are emerging that are sufficiently well developed to be applied in substantive research. The development of multilevel generalized lin-
ear models will be treated below. The development of multilevel structural equations models is discussed by Muthén and by McDonald in this issue, and we will mention them only briefly here.

A major restriction of the multilevel models developed so far is that it applies only to models with a normal error distribution. An appropriate model for nonnormal data is the generalized linear model (McCullagh and Nelder 1989). This class of models is defined by three components: a linear regression equation, a specific probability distribution for the dependent variable, and a link function that links the predicted values to the observed data. Generalized linear models (GLIM; Numerical Algorithms Group 1985) can be used to analyze, among others, logit and probit models, loglinear models, and models for counts. Multilevel generalized linear models have been described by Wong and Mason (1985), Longford (1988), Mislevy and Bock (1989) and Goldstein (1991). Longford's (1988) VARCL program implements several generalized linear models, including the logistic link function for dichotomous and binomial data, the logarithmic function for Poisson data, and the reciprocal link function for gamma distributed data. It uses a quasi-likelihood procedure, and the algorithm is based on an iteratively reweighted least squares procedure, which is carried out together with the standard iterative procedure for the variance components. Comparable analyses can be carried out with Goldstein's program, ML3. With VARCL, analysts simply specify one of the available error distributions, and the program will carry out an analysis using the canonical link function for that distribution. With ML3, analysts have to use a macro to calculate the nonlinear transformation function and control the iterations. This makes ML3 both more flexible and more complicated than VARCL. A full implementation of generalized multilevel models would give access to a wide variety of probability distributions and link functions, comparable to the GLIM package. Enterprise analysts could develop ML3 macros for many of these models; an impressive macro library is already available from the developers of ML3.

Another extension of the linear multilevel model is the extension to structural equation modeling as introduced by both Muthén and McDonald in this issue. Applications with existing software for this type of modeling with, for instance, LISREL (Jöreskog and Sörbom 1989), EQS (Bentler 1985), or LISCOMP (Muthén 1987) require serious ad hoc programming with unusual setups.

OVERVIEW OF THIS ISSUE

This special issue starts with an article by Hox, who applies the random coefficient regression model to the analysis of interviewer effects in survey research. He shows how a multilevel analysis solves several methodological problems that have worried researchers and discusses how the multilevel model relates to other models used in this field.

Kreft and de Leeuw analyze the gender gap in earned incomes. Their article focuses on the interpretation of model parameters in the random coefficient regression model. They show how useful a detailed inspection of predicted values (posterior means) can be in the interpretation of a set of models.

Snijders and Bosker discuss the problem of how to define "explained variance" in a multilevel model. They show that explained variance is more complex than in single-level analysis and cannot be used the same way as in traditional linear models. Still, certain analogies do exist, which are not only useful as an indication of the explanatory power of a model, but also can be used to diagnose certain types of model misspecification.

Goldstein's article presents a model that applies when the individuals do not fall into mutually exclusive groups, but are included in a two-way factorial nested design. His model includes models for other, more complicated designs. Goldstein shows how data on parents and schools located in different neighborhoods can be viewed as a factorial design and can be analyzed using existing software for multilevel analysis.

Muthén presents the principles of multilevel modeling applied to the analysis of covariance structures with latent variables. His example concentrates on a common factor model, but the methods are applicable to general path models with latent variables. He describes a consistent estimator that simplifies the application of existing software for this purpose.
McDonald discusses a general hierarchical model for path analysis with latent variables (based, like Muthén's, on general theory given earlier by Goldstein and McDonald). He describes the application of a program specifically developed to implement such a hierarchical path analysis and gives a constructed example.

All articles in this issue deal with the multilevel problem in their own way. Hox's and Kreft and de Leeuw's contributions are applications of the random coefficient regression model for hierarchically structured data. The Snijders and Bosker article deals with a specific problem related to this model, the interpretation of explained variance. Finally, Goldstein, Muthén and McDonald present a new type of multilevel model. Goldstein still stays within the framework of the RC linear model, whereas Muthén and McDonald show a different approach. Their models are not RC models. The main difference between the RC models presented by Kreft et al. and Hox and the models presented by Muthén and McDonald is that the latter fit fixed coefficients and random predictors, whereas the RC models fit random parameters and fixed regressors. Of course it would be possible to extend the RC model to include random regressors in an RC path model, but at the time of this writing such models are not available.

NOTE

1. Program Information (PC versions):

GENMOD is written by Hermelin and Anderson at the Population Studies Center, University of Michigan, from instructions provided by Wong and Mason. It is available from William M. Mason, Department of Sociology, UCLA, 405 Hilgard Avenue, Los Angeles, CA 90024. Two diskettes, manual $20.

HLM, Version 2.20 is written by Bryk, Raudenbush, and Congdon. The manual is written by the same authors, with Seltzer. The program is available from Scientific Software, Inc., 1525 East 53rd Street, Suite 506, Chicago, IL 60615. The program and manual together are $300.

ML3, Version 2.3, is software for two- or three-level analysis written by Rasbash. The manual is by Prosser, Rasbash, and Goldstein. The program is based on theoretical work by Goldstein. It is available from the Multilevel Models Project, Institute of Education, 20 Bedford Way, London WC1H 0AL, UK. The program and manual are $475 (regular version) or $570 (extended memory version).

VARCL was initiated by Aldkin and Longford and is written by Longford. The program is distributed by ProGamma, P.O.B. 841, Groningen, The Netherlands. The price for manual, software, and code was at the time of this writing $250 for individuals and departments and $800 for institutions.
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