
References

Akaike, H. (1973) “Information Theory and an Extension to the Maximum
Likelihood Principle.” In B.N. Petrov and F. Casaki (Eds.), International
Symposim on Information Theory Budapest: Akademia Kiado: 267–281.

Bartlett, P.L., Jordon, M.I., and J. D. McAuliffe (2006) “Comment.” Statis-
tical Science 21(3): 341–346.

Berk, R.A. (2003) Regression Analysis: A Constructive Critique. Newbury
Park, CA.: Sage.

Berk, R.A. (2005a) “New Claims About Executions and General Deterrence:
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Bühlmann, P. and B. Yu (2002), “Analyzing Bagging.” The Annals of Statis-
tics 30: 927–961.
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