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Recently, psychopathy has become virtually synonymous with the Psychopathy Checklist (PCL) mea-
sures. However, the “gold standard” 2-factor model that underlies these measures has been questioned for
its uncertain empirical support and emphasis on antisocial behavior that is not specific to psychopathic
personality deviation. This study (N � 870 civil psychiatric patients) compares the fit of the traditional
2-factor model with that of a revised 3-factor model of psychopathy. The revised model better describes
the structure of the Screening Version of the PCL (PCL:SV) than the traditional model. Although the
revised model’s exclusion of some items that assess antisocial behavior reduces the PCL:SV’s power in
predicting patient violence, this model arguably assesses psychopathy in a more specific, theoretically
coherent fashion that may reduce misapplications of the construct. Implications for future research are
discussed.

There has been a dramatic increase in research on psychopathy
over recent years, based largely on the advent of the Psychopathy
Checklist (PCL; Hare, 1991) measures and their relatively robust
ability to predict violent behavior among correctional, forensic,
and civil psychiatric samples (Douglas, Ogloff, Nicholls, & Grant
1999; Hemphill, Templeman, Wong, & Hare, 1998; Salekin, Rog-
ers, & Sewell, 1996; Skeem & Mulvey, 2001). Despite the fact that
numerous conceptualizations of psychopathy have been carefully
articulated (see Maughs, 1941a, 1941b; Millon, Simonsen, &
Birket-Smith, 1998; Thomas-Peters, 1992) and several measures
have been created (e.g., Blackburn, 1987, 1996; Hare et al., 1990;
Levenson, Kiehl, & Fitzpatrick, 1995; Lilienfeld & Andrews,
1996), in most contemporary North American literature, psychop-
athy has become virtually synonymous with the revised PCL
(PCL–R; Hare, 1991). Certainly, the personality disorder field is

fortunate to have a “gold standard,” predominant measure of
psychopathy. Even with its limitations, use of the PCL/PCL–R in
this way facilitates the comparison of research results across
studies and clarifies communication among practitioners and re-
searchers. If science is an iterative process between data and theory
(Poincare, 1905/2001), then focusing the field’s efforts on sequen-
tially investigating and refining the PCL measures and developing
their theory will aid in advancing an understanding of the
construct.

This study is designed to contribute to this process. In this
article, we first describe the development of the PCL measures and
their underlying two-factor model of psychopathy and then present
Cooke and Michie’s (2001) modification of the PCL measures in
developing their three-factor model of psychopathy. We then an-
alyze (a) the extent to which the two-factor or three-factor model
of psychopathy best fit data on a large sample of civil psychiatric
patients and (b) the relationship between the three-factor model of
psychopathy and violence in this patient sample.

Development of the Two-Factor Model

The early development of the PCL was an exercise in the
constructive exchange between theory and data. The precursor to
the PCL specifically was designed to assess Cleckley’s (1976)
16-descriptor conceptualization of psychopathy (see Rogers,
1995). The PCL was developed by choosing 22 items from a pool
of 100 items written to differentiate between psychopathic and
nonpsychopathic correctional inmates. The items were chosen in
part on the basis of the extent to which they correlated with
clinicians’ global ratings of individuals across Cleckley’s 16 de-
scriptors. The subsequent PCL–R was developed by dropping 2 of
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the PCL’s items and modifying some scoring criteria (Hare, 1991;
Hart, Cox, & Hare, 1995; Rogers, 1995). Because they were
developed in correctional populations, however, the PCL and the
PCL–R are weighted much more heavily with criminality and
socially deviant behavior than Cleckley’s original conceptualiza-
tion of psychopathy (Rogers, 1995). Nevertheless, Hare (1991)
asserted that the PCL and the PCL–R were designed to assess the
interpersonal, affective, and behavioral traits of psychopathy that
are “most clearly exemplified by Cleckley’s Mask of Sanity” (p. 1).

Based largely on the putative structure of the PCL and the
PCL–R, the most dominant, contemporary theoretical model of
psychopathy is the two-factor model (Forth, Kosson, & Hare, in
press; Hare, 1991; Hart et al., 1995). According to the model,
psychopathy consists of two correlated (r � .50) but distinct
factors that are interpreted as a single construct (Hare et al., 1990;
Hart et al., 1995). An individual must manifest features of both
factors to be deemed psychopathic (see Skeem & Mulvey, 2001).
The first factor reflects the interpersonal and affective core of
psychopathy, or the “selfish, callous, and exploitive use of others”
(Harpur, Hare, & Hakistan, 1989, p. 6). The second factor de-
scribes a collection of socially deviant and antisocial behaviors, or
a “chronically unstable and antisocial lifestyle” (p. 6). Factors 1
and 2 may be aptly labeled (and are referred to throughout this
article) as emotional detachment and antisocial behavior, respec-
tively (after Patrick, Bradley, & Lang, 1993).

Recently, this two-factor model has come under fire, partially
based on its shortcomings in defining psychopathy as a coherent
personality construct (for reviews, see Lilienfeld, 1994, 1998). As
noted by Widiger and Lynam (1998), the two-factor model is “not
particularly satisfying if psychopathy is to be understood as a
constellation of personality traits” (p. 180) rooted in Cleckley’s
(1976) model. Arguably, the two-factor model does not define
psychopathy as much as embody a long and ongoing debate about
“the primacy of and relationship between two constructs that are
consistently distinguished in the literature” (Pilkonis & Klein,
1997, p. 109). Particularly during the Diagnostic and Statistical
Manual of Mental Disorders (4th ed.; DSM–IV; American Psychi-
atric Association, 1994) field trials, there was considerable con-
troversy about whether the disorder was better defined by core
personality traits of “emotional detachment” or a long history of
socially deviant and “antisocial behavior” (see Hare, Hart, &
Harpur, 1991; Robins, 1966; Widiger et al., 1996). According to
Cleckley and later proponents of the personality-based approach,
antisocial behavior is neither necessary nor sufficient for a diag-
nosis of psychopathy (Lilienfeld, Purcell, & Jones-Alexander,
1997). In fact, because antisocial behavior may be caused by a host
of factors other than personality deviation, focusing on antisocial
behavior may result in overdiagnosing psychopathy (Blackburn,
1998; Hare et al., 1991; Harpur et al., 1989). According to this
perspective, the two-factor model and PCL measures are heavily
contaminated with nonspecific indices of socially deviant and
antisocial behavior.

The underpinnings of the PCL measures are being questioned
not only on theoretical grounds but also on the basis of empirical
findings. First, the emotional detachment factor appears more
important in defining psychopathy per se than the antisocial be-
havior factor. Item response theory (IRT) analyses suggest that the
emotional detachment factor is more specific and precise in defin-

ing psychopathy or more discriminating at higher levels of the trait
(Cooke & Michie, 1997; see also Cooke, Michie, Hart, & Hare,
1999). Similarly, clinicians’ ratings of the extent to which indi-
viduals are prototypic of psychopathy correlate substantially more
highly with individuals’ scores on the emotional detachment factor
than the antisocial behavior factor (Hare, 1991).

Second, on the basis of their review, Cooke and Michie (2001)
argued that most past studies that claim support for a two-factor
model used insufficient methods (exploratory factor analyses and
congruence coefficients) to assess the consistency of their results
with the two-factor model. Only five studies have applied confir-
matory factor analytic techniques to address this issue. In the two
focused on the PCL–R, the fit indices indicated that the two-factor
model did not fit their data (Brandt, Kennedy, Patrick, & Curtin,
1997; Darke, Kaye, Finlay-Jones, & Hall, 1998). The three studies
that used the Screening Version of the PCL (PCL:SV; Hart et al.,
1995) found somewhat more positive results. First, Hart et al.
(1995) found that the two-factor model fit their data quite well
(e.g., goodness-of-fit index [GFI] � .94) and significantly better
than a unidimensional model. Second, Rogers et al. (2000) found
that the two-factor model “was approaching a good fit” (p. 10),
with a robust comparative fit index (CFI) of .85 (Bentler, 1995)
and a root-mean-square error of approximation (RMSEA) of .07.
Third, on the basis of confirmatory and exploratory factor analytic
results, Skeem and Mulvey (2001) concluded that the two-factor
model provided an adequate but clearly imperfect fit to the data
(e.g., corrected CFI � .89; Satorra & Bentler, 1988). None of these
PCL:SV studies, however, compared the fit of the two-factor
model with alternative multiple-factor models.

Whether the two-factor model of psychopathy is a sound reflec-
tion of this construct is more than simply an issue of theoretical
coherence and psychometric neatness. The structure of the model
has implications for the interpretation of this construct as a pre-
dictor or correlate of other personality constructs and behaviors.
For example, Skeem and Mulvey (2001) recently found that the
PCL:SV is a relatively strong predictor of violence in civil psy-
chiatric samples. However, its predictive power was not based on
its assessment of core traits of emotional detachment. Even after a
host of covariates that reflect antisocial behavior and substance
abuse were controlled for, the predictive power of the PCL:SV was
based chiefly on its assessment of socially deviant or antisocial
behavior. Thus, it is important to determine what violence-
predictive constructs the PCL:SV antisocial behavior scale may
tap (e.g., poor self-control) and how they relate to the core traits of
emotional detachment.

In summary, both theoretical and empirical questions have been
raised about the adequacy of the PCL two-factor model of psy-
chopathy. It is certainly possible that there has been some “psy-
chometric drift” (Meehl, 1978, p. 816) away from Cleckley’s
(1976) and others’ seminal theories of psychopathy as the PCL
measures were iteratively refined in correctional, heavily antisocial
populations. Also, there may have been concomitant “conceptual
drift” (Meehl, 1978, p. 816) over recent years, as the very meaning
of psychopathy has come to be associated with the PCL measures’
fallible indicators. Although revising the measures may constitute
a change in the theoretical concept of psychopathy, such change is
an advance if one believes that the refinement of scientific con-
structs is accomplished through iterative feedback between theory
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and data (Poincare, 1905/2001). To move ahead, the field must
address questions about the adequacy of the two-factor model of
psychopathy and use this information to revise existing measures
and theory.

Cooke and Michie’s (2001) Three-Factor Model

Recently, Cooke and Michie (2001) addressed some of these
issues and proposed a hierarchical three-factor model of psychop-
athy. This model was developed on the basis of an interplay
between (a) a long-standing theory that psychopathy manifests in
interpersonal, affective, and behavioral components (Blackburn,
1998; Cleckley, 1976; Hare, 1991; Lilienfeld, 1994) and (b) ap-
plication of IRT and confirmatory factor analyses (CFAs) to sev-
eral large data sets to refine the PCL–R and determine its structure.
The three-factor model makes two crucial changes to the two-
factor model. First, it divides the original emotional detachment
factor into separate interpersonal (Arrogant and Deceitful Inter-
personal Style) and affective (Deficient Emotional Experience)
factors. Second, almost half of the items from the PCL–R antiso-
cial behavior factor are deleted, based on findings that the items
were poor indicators of psychopathy. In placing less emphasis on
nonspecific indices of socially deviant behavior, this factor (Im-
pulsive and Irresponsible Behavioral Style) addresses some of the
concerns of personality theorists discussed earlier and “places the
definition of psychopathy firmly within the domain of personality
pathology” (Cooke & Michie, 2001, p. 185).

In essence, the three-factor model posits that a 13-item PCL–R
assesses the superordinate factor of Psychopathy, which is under-
pinned by the three factors: Arrogant and Deceitful Interpersonal
Style (Items 1, 2, 4, and 5), Deficient Emotional Experience
(Items 6, 7, 8, and 16), and Impulsive and Irresponsible Behavioral
Style (Items 3, 9, 13, 14, and 15). In a series of seven studies, this
model of psychopathy was (a) developed and cross-validated in
North American (n � 2,067) and Scottish (n � 596) forensic and
correctional subsamples using the PCL–R and then (b) cross-
validated on alternative measures of psychopathy, including the
PCL:SV and the closely related psychopathy personality disorder
criteria from the DSM–IV field trial. The latter samples (from the
PCL:SV and field trial studies) included civil psychiatric patients.
In each study, the fit of the proposed model was compared with
that of several competing models, including the two-factor model.
The hierarchical three-factor model was found to fit the data
consistently and to fit significantly better than competing models.
The further question of the extent to which these three factors are
differentially related to external correlates (e.g., violence, narcis-
sism) in a theoretically coherent manner, however, has not been
addressed.

The chief goal of this article was to independently cross-validate
the new three-factor model, using the PCL:SV and a large sample
of civil psychiatric patients. We specifically analyzed the extent to
which the structure of the PCL:SV is consonant with the traditional
two-factor model or the new three-factor model of psychopathy. A
subsidiary goal of this article was to analyze the relationship
between the three-factor model of psychopathy and future violence
so as to refine our understanding of the previously demonstrated
predictive power of the PCL:SV in this sample (Skeem & Mulvey,
2001).

Method

Participants

The data analyzed in this study were collected as part of the MacArthur
Violence Risk Assessment Study. The methodological details and primary
results of the larger study (e.g., see Monahan et al., 2001; Silver, Mulvey,
& Monahan, 1999; Steadman et al., 1998, 2000) and those pertaining to
psychopathy (Skeem & Mulvey, 2001) are reported elsewhere. Participants
were sampled from psychiatric inpatient facilities at three sites (Pittsburgh,
Pennsylvania; Kansas City, Missouri; and Worcester, Massachusetts).
Study inclusion criteria were (a) civil admission; (b) between the ages of 18
and 40 years; (c) English-speaking; (d) White or African American eth-
nicity (or Hispanic in Worcester only); and (e) a medical record diagnosis
of schizophrenia, schizophreniform disorder, schizoaffective disorder, de-
pression, dysthymia, mania, brief reactive psychosis, delusional disorder,
alcohol or other drug abuse or dependence, or personality disorder. Eligible
patients were sampled according to age, gender, and ethnicity to maintain
a consistent distribution of these characteristics across sites. During the
study period, 12,873 patients were admitted to the research facilities,
and 7,740 met criteria for inclusion in the study. Research interviewers
invited a quota sample of 1,695 patients to participate, and the refusal rate
was 29%. The final sample size of patients who were interviewed in a
hospital was 1,136. Steadman et al. (1998) described their characteristics as
well as analyses related to sample recruitment and retention.

The bulk of analyses reported in this article are based on a sample of 870
patients who were administered the PCL:SV.1 As in the larger sample,
these patients were young (M � 30 years, SD � 6), White (69%; African
American, 29%; Hispanic, 2%), male (58%), voluntarily admitted (68%)
patients. These patients had independently determined diagnoses of de-
pression (41%), schizophrenia (18%), bipolar disorder (16%), other psy-
chotic disorder (4%), alcohol abuse or dependence (45%), other drug abuse
or dependence (36%), or personality disorder only (2%). Some 41% of
patients had a co-occurring major mental disorder2 and substance abuse or
dependence disorder.

Procedure

Initial Hospital and Follow-Up Community Interviews

First, patients were interviewed in the hospital (a) by a research inter-
viewer to obtain data on demographic and historical factors and then (b) by
a research clinician (with a PhD or an MA/MSW) to confirm the medical
record diagnosis using the DSM–III–R (American Psychiatric Association,
1987) checklist (Janca & Helzer, 1990) and to administer several clinical
scales. The median length of hospitalization for study participants was 9
days.

Next, research interviewers attempted to recontact enrolled patients in
the community and interview them five times (every 10 weeks) over the
1-year period from the date of discharge from the index hospitalization to
obtain information about a range of factors, including the patients’ involve-
ment in violence. A collateral informant for each patient was also inter-
viewed on the same schedule. This collateral informant was nominated by
the patient during each follow-up interview as the person who was most
familiar with his or her current activities. Collateral informants were most

1 Although 871 patients completed the PCL:SV, one multivariate outlier
( p � .01, based on Mahalanobis distance across the 12 PCL:SV items) was
deleted from the data set to prevent it from heavily influencing the factor
solution.

2 Major mental disorder includes schizophrenia, schizophreniform dis-
order, schizoaffective disorder, depression, dysthymia, mania, cyclothy-
mia, and other psychotic disorders.
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often family members (47%) but were also friends (24%), professionals
(14%), significant others (12%), or others (3%). Patients and collateral
informants were paid for their participation.

To reduce the difficulties inherent in validly measuring personality
disorder during the acute phases of an Axis I disorder (see Loranger et al.,
1991), we administered the PCL:SV interview during the follow-up period
(typically at Follow-Up 1 or 2) rather than during hospitalization. The
interview was completed on the basis of information from both official
records and patient interviews.3

Review of Official Records

In addition to patient and collateral interviews, official records were used
as a source of information. Hospital records were reviewed to assist in the
completion of scales including the PCL:SV, and arrest records were re-
viewed to provide information about offense histories and arrests that
occurred during the follow-up period.

Measures

Psychopathy

As mentioned earlier, the PCL and the PCL–R were designed for use
with criminal samples (Hart et al., 1995). In response to the potential
limitations posed by this fact, Hart et al. developed a shorter Screening
Version of the PCL (the PCL:SV) to assess for psychopathy in noncriminal
settings and to screen for psychopathy in criminal settings. Although
normed partially on civil psychiatric samples, the PCL:SV is very strongly
associated with the PCL–R (weighted mean r � .80) and is highly similar
to the PCL–R in its structure and pattern of relationships to external
variables (Hart et al., 1995).

The PCL:SV consists of 12 items derived from the 20-item PCL–R. Six
of the PCL:SV items assess traits of emotional detachment (Factor 1) and
include superficial, grandiose, deceitful, lacks remorse, lacks empathy, and
doesn’t accept responsibility. The remaining 6 items assess antisocial
behavior, or social deviance (Factor 2) and include impulsive, poor behav-
ioral controls, lacks goals, irresponsible, adolescent antisocial behavior,
and adult antisocial behavior. To increase the PCL:SV’s applicability to
nonoffender populations, we used somewhat broader definitions of the
latter 2 items than in the PCL–R; they include “actions that did not result
in formal contact with the criminal justice system” (Hart et al., 1995, p. 15).

Prior to the study, interviewers completed a full day of training on the
PCL:SV conducted by Stephen Hart and Robert Hare. Following this
training, interviewers independently viewed more than 10 videotaped
cases, scored each on the PCL:SV, and sent their responses to Stephen Hart
for reliability analyses and approval.

On the basis of patient interviews and hospital record reviews, each of
the 12 PCL:SV items was scored as 2 (yes, item applies), 1 (maybe, item
applies to some extent), or 0 (no, item does not apply). Items that could not
be completed (with a maximum of 1 item per factor per case) were prorated
as recommended by Hart et al. (1995). Only 3.6% of patients’ scores were
prorated. The PCL:SV’s psychometric characteristics in this sample are
described in Skeem and Mulvey (2001). For most of the analyses presented
in this article, ordinal and continuous PCL:SV scores were used (for items
and scales, respectively).

Future Violence

A subsidiary goal of this study was to better define the relationship
between factors of psychopathy assessed by the PCL:SV and violence
among civil psychiatric patients. To measure violence, we asked patients
and collateral informants at each interview whether the patient had engaged
in any of eight categories of aggressive behavior (e.g., kicking, hitting) in

the past 10 weeks, based on Lidz, Mulvey, and Gardner’s (1993) expansion
of Strauss and Gelles’s (1990) Conflict Tactics Scale. When respondents
endorsed an aggressive behavior, they were asked to report the number of
times the behavior occurred and to describe the incidents. If multiple
aggressive acts were associated with a particular incident, only the most
serious act that occurred during the incident was coded. Aggressive acts
reported by any information source (patients, collateral informants, or
official records) at any follow-up were independently reviewed by two
trained coders to obtain a single reconciled report of the act. Any coding
disagreements were resolved through discussion in team meetings.

Violence in this study is defined as battery that resulted in physical injury
(ranging from bruises to death), sexual assaults, assaultive acts that in-
volved the use of a weapon, or threats made with a weapon in hand. The
future violence variable reflects whether a patient committed any of these
acts of violence in the community during the entire follow-up period (i.e., 1
year after hospital discharge).4 The 1-year follow-up period was used
primarily because psychopathy is a relatively static construct (Harpur &
Hare, 1994), so risk associated with psychopathy should not fluctuate
across follow-up intervals.

Key Covariates of Psychopathy as Assessed by
the PCL:SV

In this study, we also assessed the relationship of a few key covariates
of the PCL:SV (see Skeem & Mulvey, 2001) to the factors of psychopathy
included in the traditional two- and revised three-factor models. In partic-
ular, we explored the associations between the models’ factors and indices
of criminal history, substance use, and antisocial personality disorder.
These analyses provide a context for interpreting findings about the rela-
tionship between the three-factor model and violence by estimating the
model’s specificity to psychopathic personality deviation.

Criminal history and recent violence. Four indices of criminal history
were used, including (a) the patient’s self-reported frequency of prior
arrests since age 15 (coded as none, once, twice, or three or more), (b) the
patient’s self-reported type of prior arrests since age 15 (coded as none;
property and minor crimes; serious crimes including rape, assault, and
robbery; or murder), (c) police record of arrests for crimes against persons
since age 18 (coded as yes or no), and (d) police record of arrests for crimes
against property since age 18 (coded as yes or no). A single index of recent
violence was used and reflected the patient’s self-report of whether he or
she was involved in a violent act (defined in the same way as violence in
the preceding section) in the 2 months preceding the index hospital
admission.

3 Because they were typically completed during Follow-Up 1 and, to a
lesser extent, Follow-Up 2, PCL:SV ratings may have been influenced by
the occurrence of violence during the first 20 weeks of data collection.
Thus, correlations between the PCL:SV and the occurrence of violence (a)
during Follow-Up 1 or 2 and (b) during Follow-Ups 3–5 were compared.
The former association (� � .34) was significantly stronger than the latter
(� � .24), T1(807) � 2.34, p � .05 (see Steiger, 1980, for tests of
differences between nonindependent correlation coefficients). However,
the size of the association between the PCL:SV and violence during
Follow-Ups 3–5 suggests that the instrument’s predictive power was not
chiefly based on it being measured concomitantly with violence.

4 This 1-year violence measure is based on all patients who completed at
least one follow-up interview. Because patients completed different num-
bers of follow-up interviews, each patient did not have an equal likelihood
of having a violent act reported. Although it would be more precise to use
only those cases that completed all five follow-ups, preliminary analyses
suggested that doing so did not appreciably affect the results (see Steadman
et al., 1998).
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Substance diagnoses and use. On the basis of the research clinician’s
administration of the DSM–III–R checklist, each patient was coded as yes
or no for having an alcohol-related diagnosis (i.e., alcohol abuse or depen-
dence) or a drug-related diagnosis (i.e., drug abuse or dependence). During
each follow-up interview, patients were questioned in detail about their use
of alcohol and other drugs. This information was used to code whether the
patient used any alcohol or used any drug during the course of the study.

Antisocial personality disorder. Full hospital records were used to
code whether the patient had been diagnosed with antisocial personality
disorder.

Results

The chief purpose of this article was to compare the extent to
which the traditional two-factor model or Cooke and Michie’s
(2001) revised three-factor model of psychopathy fit data on a
large sample of civil psychiatric patients. After exploring the
pattern of relations among PCL:SV items in this sample, we
addressed this chief aim by (a) determining the appropriate number
of factors based on all 12 PCL:SV items, (b) exploring the appro-
priateness of deleting the 3 PCL:SV items that Cooke and Michie
deleted, (c) assessing the fit of Cooke and Michie’s model and
comparing its fit with that of simplified versions of the model, and
(d) determining the extent to which a simplified version of this
model was invariant across gender and race. To address the sec-
ondary goal of this article, we then examined the relation between
two-factor and three-factor models and future patient violence.

Exploratory Factor Analyses

First, principal-axis factor analyses were performed to charac-
terize the pattern of intercorrelations among the items of the
PCL:SV in this civil psychiatric sample (see Bentler & Wu, 1995).
Multiple indices (e.g., Kaiser’s criterion and Cattell’s scree test)
suggested a two-factor solution (Kim & Mueller, 1978; Tabachnik
& Fidell, 1996; Tinsley & Tinsley, 1987). Because these factors
were moderately correlated, a direct oblimin rotation was applied
with delta set to zero (Tabachnik & Fidell, 1996).

The two-factor solution’s pattern matrix is listed in Table 1. To
facilitate interpretation, we ordered and grouped variables in this
table by loading size. Table 1 indicates that the two-factor solution
is highly similar to the traditional two-factor model (see Hart et al.,
1995). Although the order of the components was reversed in this
study, the variance accounted for by each factor after rotation
suggested that the factors were equally important. The correlation
between these antisocial behavior and emotional detachment fac-
tors was .61, in keeping with past research (Hare, 1991).

Confirmatory Factor Analytic Strategy
for Model Comparisons

Next, we compared the fit of this traditional two-factor model
with various three-factor models by using CFAs (performed in
EQS for Windows Version 5.7b; Bentler & Wu, 1995). Specif-
ically, covariance data matrices were analyzed using the max-
imum likelihood estimation method. For the CFAs described in
this article, we report several relevant indices of goodness of fit
for each model because each index addresses a slightly different

issue and because “good-fitting models produce consistent re-
sults on many different indices” (Ullman, 1996, p. 752). Spe-
cifically, for each model, we report (a) absolute fit indices (�2,
�2/df, GFI), (b) relative fit indices (CFI, normed fit index
[NFI]), (c) parsimonious fit indices (Akaike’s Information
Criterion [AIC] and consistent AIC [CAIC]), and (d) non-
centrality-based indices (RMSEA; Bentler, 1995; Church &
Burke, 1994; Kline, 1998; MacCallum & Austin, 2000; Ullman,
1996). Each of these indices and general suggestions for
their interpretation are briefly described in the Appendix.
Because the CFIs and NFIs are not easy to interpret and have
been misinterpreted in the psychopathy literature, we note
here that “models with overall fit indices of less than .90
can usually be improved substantially” (Bentler & Bonett,
1980, p. 600). In other words, minimum values of .90 for
CFI and NFI statistics are conventionally required to indicate
even “adequate,” “satisfactory,” or “acceptable” fit (Byrne,
1994; Kline, 1998; Ullman, 1996; for more stringent recom-
mendations, see Hu & Bentler, 1999). Merely to ensure consis-
tency in this article, we used the following heuristic labels to
describe fit: inadequate for when most values of the GFI, CFI,
and NFI are below .90 (RMSEA � .10); adequate for when
most values are between .90 and .93 (RMSEA � .05–.10); and
reasonably good for when most values are at or near .95
(RMSEA � .05).

The fit of the traditional two-factor model cannot be directly
compared with that of Cooke and Michie’s (2001) three-factor
model because the former model (a) is based on all 12 of the
PCL:SV’s items whereas the latter model is based on only 9
items and (b) has a more highly hierarchical structure than
the latter model. Specifically, Cooke and Michie (2001) used
data on the PCL:SV to cross-validate the three-factor model
that they developed using PCL–R data. To make the PCL:SV
data consistent with the PCL–R data used to develop the
model, Cooke and Michie (2001) dropped 3 of the PCL:SV’s 12
items (poor behavioral controls, adolescent antisocial behavior,
and adult antisocial behavior). Also on the basis of PCL–R
analyses, Cooke and Michie’s (2001) three-factor PCL:SV

Table 1
Exploratory Component Analysis Pattern Matrix:
Two-Factor Model

Item
Antisocial
behavior

Emotional
detachment

Adult antisocial behavior .79 �.03
Irresponsible .72 .02
Impulsive .69 .03
Adolescent antisocial behavior .60 �.06
Poor behavioral controls .53 .13
Lacks goals .53 .03
Superficial �.10 .77
Lacks remorse .08 .74
Deceitful .11 .61
Grandiose �.07 .60
Lacks empathy .08 .59
Doesn’t accept responsibility .26 .51

Explained variance 22.0% 20.9%
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model is more hierarchical than the traditional two-factor
model, in that it contains a superordinate factor and a “testlet”
level. Testlets reflect, in part, local item dependencies in
which “the same information [may have been] . . . used to score
more than one item, and thus, a pair of items may actually
represent somewhere between one and two items” (Cooke
& Michie, 2001, p. 175). As shown in Figure 1, Cooke and
Michie’s three-factor model includes the following factors:
(a) Arrogant and Deceitful Interpersonal Style, which is spec-
ified by 1 item, deceitful, and one testlet factor (superficial,
grandiose); (b) Deficient Affective Experience, which is
specified by 1 item, lacks empathy, and one testlet factor
(lacks remorse, rejects responsibility); and (c) Impulsive and

Irresponsible Behavioral Style, which is specified by 1 item,
lacks goals, and one testlet factor (impulsive, irresponsible).
These intermediate factors load on the superordinate factor of
Psychopathy.

To avoid conflating differences between the two- and three-
factor models in their number of factors, number of items, and
degree of hierarchical complexity, we address these issues sepa-
rately below. First, we address the issue of whether one, two, or
three factors better fit the full (12-item) PCL:SV data. Second, we
conducted preliminary analyses to explore the appropriateness of
dropping 3 of the PCL:SV items. Third, we tested various versions
of the three-factor (9-item) model to determine the ideal level of
hierarchical complexity.

Figure 1. Cooke and Michie’s (2001) three-factor model of the Psychopathy Checklist: Screening Version.
T1 � Testlet 1; T2 � Testlet 2; T3 � Testlet 3. From “Refining the Construct of Psychopathy: Towards a
Hierarchical Model,” by D. J. Cooke and C. Michie, 2001, Psychological Assessment, 13, p. 181. Copyright 2001
by the American Psychological Association. Adapted with permission of the author.
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How Many Factors? Testing the Relative Fit of Nested
One-, Two-, and Three-Factor Models

Fitting a Three-Factor, 12-Item Model

To determine the appropriate number of PCL:SV factors, we
statistically compared the fit of the traditional two-factor model
with that of a nonhierarchical three-factor model that included
all 12 PCL:SV items. Cooke and Michie (2001) did not drop the 3
PCL:SV items from their model on the basis of findings that they
did not represent the construct of psychopathy well, but rather
simply substituted “cognate PCL:SV items . . . for PCL–R items in
the original model” (p. 180). Thus, we modeled a three-factor
structure that added these 3 items to the Impulsive and Irrespon-
sible Behavioral Style factor. This 12-item, three-factor model
adequately fit the data, �2(51, N � 862) � 445.87, p � .01;
�2/df � 8.74; GFI � .92; CFI � .90; NFI � .89; AIC � 343.87;
CAIC � 50.15; RMSEA � .09.

Fitting Two-Factor and Single-Factor, 12-Item Models

Next, we modeled the traditional two-factor structure in EQS,
with 6 items loading on Factor 1 (emotional detachment), 6 items
loading on Factor 2 (antisocial behavior; see Table 1 for items),
and correlated factors. This traditional two-factor model inade-
quately fit the data, �2(53, N � 862) � 516.12, p � .01; �2/
df � 9.74; CFI � .89; NFI � .87; GFI � .90; AIC � 410.11;
CAIC � 104.89; RMSEA � .10.5 We also modeled a one-factor
model with all 12 items loading on a single factor, which also
inadequately fit the data, �2(54, N � 862) � 968.31, p � .01;
�2/df � 17.93; CFI � .77; NFI � .76; GFI � .81; AIC � 860.31;
CAIC � 549.31; RMSEA � .14.

Testing the Models’ Relative Fit

In summary, the traditional two-factor model appeared to fit
better than the single-factor model and worse than a 12-item,
three-factor model. To provide a statistical test of relative model
fit, we computed the difference in chi-squares between the tradi-
tional two-factor model and these alternative models. This test
indicated that the traditional two-factor model fit significantly
better than the one-factor model, ��2(1, N � 862) � 452.19, p �
.01, and significantly worse than the three-factor model, ��2(1,
N � 862) � 70.25, p � .01. This finding suggests that a three-
factor model better fit the data than the traditional two-factor
model. Notably, similar results were obtained when 9-item ver-
sions of the two- and three-factor models were statistically
compared.

How Many Items? Exploring the Appropriateness of
Dropping Three Items

Having determined that three factors best described the data, we
explored the appropriateness of dropping the three PCL:SV items
(adult antisocial behavior, adolescent antisocial behavior, and poor
behavioral controls) that Cooke and Michie (2001) dropped from
the traditional Antisocial Lifestyle factor. Although definitively
addressing this issue (i.e., via IRT analyses) exceeds the scope of
this article, we conducted exploratory analyses to estimate the

extent to which the three dropped items and the three retained
items (impulsive, lacks goals, and irresponsible) from the Antiso-
cial Lifestyle factor belonged with general criminality or psychop-
athy. Specifically, these six PCL:SV items were entered in an
exploratory factor analysis along with patients’ total PCL:SV
scores, arrest frequency, and antisocial personality disorder diag-
noses. Multiple indices suggested an oblique, two-factor solution
in which the dropped items loaded with arrest and antisocial
personality disorder and the retained items loaded with total psy-
chopathy scores. Moreover, correlational analyses suggested that
the dropped items were more highly associated with indices of
criminality than the retained items (e.g., the average correlation
between antisocial personality disorder and dropped items was .27,
whereas that with retained items was .17).

Hierarchical Complexity: Testing and Refining the
Three-Factor, Nine-Item Model

Testing Cooke and Michie’s (2001) Model

Having determined that three factors fit the data and that drop-
ping 3 items might be appropriate, we assessed the fit of Cooke
and Michie’s (2001) PCL:SV model, as depicted in Figure 1. This
factor structure was found to be a reasonably good fit to the data,
�2(22, N � 869) � 194.14, p � .01; �2/df � 8.82; CFI � .94;
NFI � .94; GFI � .95; AIC � 150.14; CAIC � 23.25; RMSEA �
.10. In fact, the model appeared to fit better than the 12-item,
three-factor model, suggesting that omitting 3 items improved fit.

Seeking a More Parsimonious Three-Factor Model

That Cooke and Michie’s (2001) hierarchical model for the
PCL:SV has only nine indicators for seven latent factors raises
questions about overfitting associated with this model. Thus, ad-
ditional models were estimated to determine whether various lev-
els of this hierarchical model could be deleted without signifi-
cantly reducing its fit (following Cooke & Michie, 2001). The
highest level in the model is the superordinate Psychopathy factor.
Thus, first, a model in which this superordinate factor was deleted
and the three intermediate factors were correlated was estimated.
This model was found to be a reasonably good fit to the data,
�2(21, N � 869) � 191.97, p � .01; �2/df � 9.14; CFI � .94;
NFI � .94; GFI � .95; AIC � 149.97; CAIC � 28.86; RMSEA �
.09. In fact, deleting the superordinate factor did not significantly
degrade the model’s absolute fit, ��2(1, N � 869) � 2.07, ns.

Second, a model was estimated in which the intermediate factor
level was deleted. When the three intermediate factors were re-
moved, the resulting model inadequately fit the data, �2(24, N �
869) � 405.67, p � .01; �2/df � 16.90; CFI � .87; NFI � .86;
GFI � .91; AIC � 357.66; CAIC � 219.26; RMSEA � .14.
Deleting these intermediate factors significantly and substantially
degraded the absolute fit of the model, ��2(3, N � 869) � 211.53,

5 These fit indices differ slightly from those reported in Skeem and
Mulvey (2001) because (a) one outlier was deleted and (b) prorated item
scores (calculated following Hart et al., 1995) were used for this article. In
prior work, we tentatively concluded that the fit of the traditional two-
factor model was adequate but “not ideal.”
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p � .01. Third, when the three testlet factors were deleted, the
resulting model fit the data adequately, �2(25, N � 869) � 240.43,
p � .01; �2/df � 9.62; CFI � .93; NFI � .92; GFI � .94; AIC �
190.43; CAIC � 46.24; RMSEA � .10. However, the difference
between the chi-square values indicated that dropping the testlets
significantly degraded the model’s absolute fit, ��2(3, N �
869) � 46.20, p � .01.

In part on the basis of these results, we adopted a “simplified”
three-factor model for the test of invariant factor structure, which
is described below. This model deleted the superordinate factor
and the testlet level. The testlet level was deleted for three primary
reasons. First, it is desirable to have a minimum of two indicators
per factor (e.g., Kenny, 1998; Nunnally & Bernstein, 1994). Al-
though there are nine indicators of four factors without the testlet
level, there are only nine indicators of seven factors when it is
included. Second, because chi-square tends to increase with model
complexity and the chi-square difference test is sensitive to sample
size, even a trivial decrement in fit with the deletion of the testlet
level could be significant given the size of our sample. In fact, a
comparison of the full and testlet-free models’ relative fit indices
(see Table 2) reveals only a slight decrement in fit with the
deletion of the testlets, despite the statistical significance of the
��2. Third, we wished to simplify the remaining tests for invariant
factor structure by using this simplified testlet-free model, which is
depicted in Figure 2. Indices of goodness of fit for each of the
models reported earlier (including this simplified model) are pro-
vided in Table 2.

Testing for Invariant Factor Structure
Across Gender and Race

Most research on the PCL measures, particularly the PCL and
the PCL–R, has been conducted with adult, male, Caucasian pris-
oners. Over recent years, questions have been raised about the
construct validity of the PCL measures with other populations,
particularly with women and members of ethnic and racial minor-
ities (for a review, see Harris, Skilling, & Rice, 2002). Thus,
preliminary analyses were completed to assess the extent to which
the three-factor measurement model of the PCL:SV fits this
study’s data on female and non-White patients (see Byrne, 1994,
chap. 9). A two-stage analytic process was used in EQS to deter-
mine whether the simplified three-factor structure of the PCL:SV

was invariant across gender and race. Specifically, analyses
were performed to determine whether (a) the factor loadings of
the PCL:SV items and (b) the covariances among the factors
were equivalent across groups. Highly restrictive tests of whether
errors and disturbances are equal across these groups were not
completed.

First, gender-related analyses were performed. A model in
which the factor loadings of the PCL:SV items on the three factors
were constrained to be equal for male and female patients ade-
quately fit the data, �2(54, N � 869) � 271.31, p � .01; �2/
df � 5.02; CFI � .92; NFI � .91; GFI � .93; RMSEA � .07.6

Next, a model in which the factor loadings of the items and the
covariances among the three factors of psychopathy were con-
strained to be equal across gender was analyzed. This model was
also found to adequately fit the data, �2(57, N � 869) � 281.28,
p � .01; �2/df � 4.93; CFI � .92; NFI � .90; GFI � .93;
RMSEA � .07. A comparison of the fit of this model with one in
which no such constraints were imposed (see Kline, 1998, chap.6;
Ullman, 1996) indicated no decrement in fit, ��2(9, N �
869) � 11.46, ns. In keeping with Hart et al. (1995), who found
similar PCL:SV factor structures in male and female participants,
these results suggest that the three-factor model of psychopathy
applies across gender.

Next, analyses related to race were performed. The model in
which the factor loadings of the PCL:SV items on the three factors
were constrained to be equal for White and non-White patients
adequately fit the data, �2(54, N � 869) � 264.19, p � .01;
�2/df � 5.39; CFI � .93; NFI � .91; GFI � .93; RMSEA � .07.
When the covariances among the three factors were also con-
strained to be equal across groups, this model also fit adequately,
�2(57, N � 869) � 268.72, p � .01; �2/df � 4.71; CFI � .93;
NFI � .91; GFI � .93; RMSEA � .07. As before, a comparison
of the fit of this model in which item loadings and factor path
coefficients were constrained to be equal with one in which no

6 For both gender- and race-related analyses, a second set of analyses
were performed in which the factor loading of an item for each of the three
factors that was different from that in the first set was fixed to 1.0 to
identify the model. This allowed equality constraints to be imposed on
variables that had received no such constraints in the first set of analyses.
The results of these analyses supported those reported in the text.

Table 2
Goodness-of-Fit Indices for Models Tested

Model (No. of items) �2 df CFI NFI GFI AIC CAIC RMSEA

One-factor (12) 968.3 54 .77 .76 .81 860.3 549.3 .14
Traditional two-factor (12) 516.1 53 .89 .87 .90 410.1 104.9 .10
Three-factor (12) 445.9 51 .90 .89 .92 343.9 50.1 .09
Cooke and Michie (2001) three-factor (9) 194.1 22 .94 .94 .95 150.1 23.3 .10

No superordinate (9) 192.0 21 .94 .94 .95 150.0 28.9 .09
No factors (9) 405.7 24 .87 .86 .91 357.7 219.3 .14
No testlets (9) 240.4 25 .93 .92 .94 190.4 46.2 .10

Simplified three-factor (9) 235.7 24 .93 .92 .94 187.7 49.2 .10

Note. CFI � comparative fit index; NFI � normed fit index; GFI � goodness-of-fit index; AIC �
Akaike’s Information Criterion; CAIC � Bozdogan’s consistent AIC; RMSEA � root-mean-square error of
approximation.
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such constraints were imposed indicated no decrement in fit,
��2(9, N � 869) � 11.48, ns.

Relation Between the Three-Factor Model
and Patient Violence

Given the finding that the three-factor model fit the PCL:SV
data better than the traditional two-factor model, we performed
analyses to describe the predictive power and correlates of the
revised three-factor model. Specifically, we performed analyses to
determine (a) the predictive power of the 9-item, three-factor
model for patient violence during the 1-year follow-up (future
violence) and (b) the extent to which each of the three factors were
related to indices of criminal history, substance abuse, and antiso-
cial personality disorder. For the purpose of these analyses, items
loading on each factor for the two- and three-factor models were

summed to produce scale scores (e.g., for the traditional 12-item,
two-factor model, Items 1–6 were scored to produce a Scale 1,
emotional detachment score). In practice, clinicians use summed
scale scores to represent the factors rather than factor scores per se.

Power in Predicting Patient Violence

Receiver operating characteristic (ROC) analyses were con-
ducted to assess the power of the models in predicting patient
violence. ROC analyses calculate and plot the true positive rate by
the false positive rate of a test at every possible threshold in
predicting a criterion. Because they describe the predictive accu-
racy of a test across a range of possible threshold values, ROC
analyses are less dependent on the base rates of violence in a
sample than are such traditional measures for assessing predictive
accuracy as correlation coefficients (e.g., Mossman, 1994a, 1994b;

Figure 2. Simplified three-factor model of the Psychopathy Checklist: Screening Version.
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Rice & Harris, 1995). The area under the curve (AUC) generated
in ROC analyses may be interpreted as the probability of correctly
distinguishing a (violent, nonviolent) pair.

As shown in Table 3, total scores on the 9-item, three-factor
model (r � .30, AUC � .70) were significantly less predictive of
future violence than total scores on the 12-item, traditional two-
factor model (r � .36, AUC � .74). The difference between
correlation coefficients was significant, T2(868) � 7.85, p � .01
(see Steiger, 1980).7 As noted earlier, Skeem and Mulvey (2001)
found in prior research that the 6-item, antisocial behavior factor in
the traditional model explained more than the lion’s share of the
variance in the PCL:SV’s prediction of violence. In the three-
factor model, half of the antisocial behavior factor’s items were
deleted on the basis of the assumption that these nonspecific
indices of past criminality were poor indicators of psychopathy per
se. The resulting factor, Impulsive–Irresponsible Lifestyle (IIL;
r � .25, AUC � .66) was significantly less predictive of violence
than the original antisocial behavior factor (r � .38, AUC � .74),
T2(868) � 8.78, p � .01. This finding does not necessarily argue
against the validity of the three-factor model, however, because the
PCL:SV is first and foremost a measure of psychopathic person-
ality disorder, not a violence risk assessment tool. Removing
PCL:SV items that are saturated with criminality that could be
based on a host of factors other than psychopathy may simulta-
neously improve the specificity of the PCL:SV in assessing psy-
chopathic personality deviation and reduce the PCL:SV’s capacity
to predict future violence.

With these issues in mind, we assessed the extent to which the
two-factor model’s antisocial behavior factor and the three-factor
model’s IIL factor explained a disproportionate amount of the
variance in predicting patient violence. In the traditional model,
the partial correlation between the traits of emotional detachment
and violence was only .08, when their association with the anti-
social behavior factor was controlled for. However, the antisocial
behavior factor’s partial correlation with violence was still .27,
when its association with the emotional detachment factor was
controlled for, which arguably reflects the core traits of psychop-
athy. In the three-factor model, the Arrogant and Deceitful Inter-

personal Style and the Deficient Affective Experience factors’
multiple partial correlation with violence was .16, when their
association with the IIL factor was controlled for. Similarly, the
IIL factor’s partial correlation with violence was only .12, when its
association with the other two factors was controlled for.

In short, although the revised three-factor model is somewhat
less predictive of violence than the traditional two-factor model,
this reduction in predictive power seems largely attributable to an
attenuated relationship between the antisocial behavior or IIL
factors and violence. The revised model’s version of this factor
may more specifically measure psychopathic personality deviation
than the traditional model. The revised factor’s improved speci-
ficity to psychopathy apparently decreases its power in predicting
violence. These results suggest that the three factors in the revised
model are more equal partners in predicting violence than the
traditional two-factor model, in which most of the variance in
violence prediction was based on nonspecific indices of criminal-
ity captured by the antisocial behavior factor.

7 As one reviewer for this article noted, because the two- and three-factor
models are not unidimensional, the best prediction may be achieved using
multivariate analyses in which additive as well as interactive terms were
included. Thus, we completed two sequential stepwise logistic regression
analyses (for the two- and three-factor models) to assess the incremental
validity of the interaction among the PCL:SV factors in predicting violence
after we controlled for the main effects of the factors. The analyses
indicated that there was a good fit based on the main effects of the factors
alone and that the interaction between factors was typically not significant
and did not enter the model. In fact, of five potential interactions (one in the
two-factor analysis and four in the three-factor analysis), only the interac-
tion between the IIL and Arrogant and Deceitful Interpersonal Style factors
was significant, and its effect was small (� � �.08, p � .05). These
findings suggest that the joint presence of the factors in both the two- and
three-factor models is not necessary to provide maximal power in predict-
ing violence in this sample. For this reason, we emphasize the relation
between total scores and future violence in the text.

Table 3
Pattern of Correlates for Two- and Three-Factor Psychopathy Checklist: Screening Version (PCL:SV) Scales

Covariate

Traditional
12-item

PCL:SV total

Factor 1:
Emotional

Detachment

Factor 2:
Antisocial
Behavior

Cooke and Michie
(2001) 9-item
PCL:SV total

Factor 1:
Arrogant–Deceitful

Interpersonal
Style

Factor 2:
Deficient
Affective

Experience

Factor 3:
Impulsive–

Irresponsible
Lifestyle

Future violence (AUC) .74 .68 .74 .70 .64 .67 .66
Future violence (r) .36 .28 .38 .30 .24 .26 .25
Baseline violence (r) .27 .21 .25 .21 .17 .22 .15
Arrest frequency (r) .45 .29 .50 .37 .24 .29 .38
Arrest type (r) .43 .28 .48 .36 .23 .28 .36
Person arrest (r) .29 .23 .27 .26 .15 .25 .23
Property arrest (r) .27 .19 .29 .24 .15 .20 .25
Alcohol diagnosis (r) .33 .21 .37 .28 .19 .20 .31
Drug diagnosis (r) .30 .22 .31 .26 .20 .20 .25
Alcohol use (r) .15 .13 .14 .15 .11 .13 .14
Drug use (r) .33 .23 .35 .28 .19 .23 .28
Antisocial personality (r) .31 .25 .30 .26 .24 .21 .21

Note. All bivariate associations are significant at the p � .01 level; all area under the curve (AUC) values are significant at the p � .001 level.

50 SKEEM, MULVEY, AND GRISSO



Pattern of Relationships to Criminal History and
Substance Abuse

The results shown in Table 3 also suggest that the IIL factor of
the revised model is less heavily associated with nonspecific
indices of past misconduct than the traditional antisocial behavior
factor. For example, the antisocial behavior factor is strongly (r �
.50) associated with the frequency of past arrests, whereas the IIL
factor is only moderately so (r � .38). The IIL factor also overlaps
less with diagnoses of antisocial personality disorder than the
antisocial behavior factor (rs � .21 and .30, respectively).

Discussion

MacCallum and Austin (2000) recently observed that research-
ers who apply confirmatory factor analytic techniques “do not
seem adequately sensitive to the fundamental reality that there is
no true model . . . and that the best one can hope for is to identify
a parsimonious, substantively meaningful model that fits observed
data adequately well” (p. 213). In this study of civil psychiatric
patients, we sought to identify a good-fitting, substantively mean-
ingful, and parsimonious model of psychopathy by comparing
competing models of psychopathy on their goodness of fit, theo-
retical coherence, and pattern of relationships with external vari-
ables and by developing a simplified version of the most promising
model. The results indicate that Cooke and Michie’s (2001) three-
factor model of psychopathy is more plausible than the traditional
PCL two-factor model with these patients because it better de-
scribes the structure of the PCL:SV and more specifically assesses
personality deviation. In this study, psychopathy was best de-
scribed by a PCL:SV item set that represented the factors Arrogant
and Deceitful Interpersonal Style, Deficient Affective Experience,
and Impulsive and Irresponsible Behavioral Style. The items ex-
cluded from this model are features of functioning (e.g., poor
behavior controls, antisocial behavior) that could be caused by
factors other than personality pathology. Given its relative empha-
sis on the specific interpersonal and affective traits of psychopathy,
the three-factor model is thus more congruous with classic,
personality-based theories of psychopathy (e.g., Cleckley, 1976;
McCord & McCord’s, 1964 “guiltless and loveless” psychopath)
than the traditional model.

In fact, the three-factor model addresses many of the theoretical
and empirical questions raised about the adequacy of the tradi-
tional two-factor model. The development and refinement of the
PCL measures with chiefly criminal populations arguably “load-
ed” the measures with indices of antisocial behavior that were not
central to seminal theories of psychopathy. The increasing domi-
nance of the PCL tools in psychopathy assessment over the past
decade certainly has advanced the field by facilitating the study
of, and communication about, psychopathy. However, to the ex-
tent that the very meaning of psychopathy has become equated
with these “gold standard,” but fallible, measures, there has been
some conceptual drift away from personality-based theories of
psychopathy.

The three-factor model tested here may correct for some of this
drift. As noted by Harris et al. (2002):

Hare’s Psychopathy Checklist is the best available tool for the mea-
surement of psychopathy. However, that is not to say that there is no

room for improvement. The PCL–R is essentially an atheoretical tool,
and it may be that future versions of the PCL–R, or more
theoretically-based measures of the construct of psychopathy, will
lead to better identification of true psychopaths. (p. 240)

Compared with the traditional two-factor model, the three-factor
model of psychopathy places less emphasis on antisocial behavior;
is more weakly associated with nonspecific indices of social de-
viance; and, more important, appears to better fit data on criminal
(Cooke & Michie, 2001) and civil psychiatric populations. Using
these findings to inform revisions of existing theory and measures
should substantially enhance understanding of psychopathy. How-
ever, these revisions must also be informed by studies of “normal”
community samples. If we treat psychopathy less as a construct
tied to criminality or psychopathology and place it back in its
original conceptual domain as a form of personality deviation, then
the population of choice for studying and clarifying the construct
is the general population.

Ultimately, the way in which existing theories and measures of
psychopathy are revised will affect the utility of psychopathy
measures for predicting violence. A key secondary finding of this
study is that the three-factor model’s exclusion of nonspecific
behavioral items to more “purely” assess psychopathy signifi-
cantly reduces the power of the PCL:SV in predicting violence.
This is an understandable feature of the revised model, given that
the excluded items partially reflect one of the strongest predictors
of violent behavior (i.e., indicators of past violence). This outcome
is only marginally relevant for assessing the utility of the revised
model, however, because the primary aim of the PCL measures is
not to predict violence but to assess psychopathic personality
disorder. Thus, deleting PCL:SV indices of past misbehavior that
could be based on a host of factors other than psychopathy may
both improve the specificity of the measure in assessing psycho-
pathic personality deviation and reduce the measure’s ability to
predict violence.

In fact, the field’s understanding and assessment of both psy-
chopathy and violence risk may be improved if these two issues
were studied as related but separable entities. The items excluded
from the three-factor model, despite their nonspecificity, are
highly predictive of patient violence. A useful line of research
could be initiated to explore exactly what nonpsychopathic con-
struct these items are tapping, given its promise in predicting
violence. Skeem and Mulvey (2001) have speculated that such
PCL:SV items tap a higher order, nonpsychopathic construct of
general lack of self-control that strongly predicts patient violence.
Although the results of this study seem to provide some support for
this speculation, future research must address the issue systemat-
ically. Such research would have important implications, given
that attributing violence potential that is based on a higher order
construct to psychopathy may invite inappropriate judgments that
a patient is morally “bad” or untreatable.

This study suggests several other avenues for future research.
First, although the three-factor model’s deletion of several
PCL:SV items is consistent with principal theories of psychopathy,
evidence to suggest that these particular items should be excluded
is limited. In the present study, an exploratory factor analysis
suggested that these deleted items were more highly associated
with indices of antisociality than psychopathy per se. Moreover,
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the three-factor model appeared to fit the data substantially better
when these items were excluded than when they were not. Nev-
ertheless, Cooke and Michie (2001) initially excluded these items
only because they were cognate items for those that they dropped
from the PCL–R. Moreover, an IRT analysis of PCL:SV data
(Cooke et al., 1999) suggested that at least one of the items
dropped (e.g., adult antisocial behavior) provides a substantial
amount of information about psychopathy. Additional IRT analy-
ses of the PCL:SV may aid in resolving this issue.

Second, in light of the facts that a substantial proportion (25%)
of the PCL:SV’s items were dropped and five additional latent
factors were added to create the three-factor model of psychopa-
thy, future research could focus on developing new items to better
represent these factors (see Cooke & Michie, 2001). As previously
noted, despite the reasonable fit of the model, having only nine
indicators for seven latent factors raises serious questions about
parsimony and overfitting. Until these questions are addressed and
a greater number of reliable and valid PCL:SV items are devel-
oped, it may be wise to adopt for psychiatric patients the simplified
three-factor model examined here, which excludes the superordi-
nate and testlet level to assess only three latent factors. Although
removing the testlet (but not superordinate) level significantly
reduced the model’s fit, the magnitude of the difference in fit
between models appears small (see Table 2), particularly in light of
concerns about overfitting the complex model. Moreover, the
testlets included in the complex model specify overlap in the
content of particular items that may not be particularly useful in
increasing one’s understanding of psychopathy. Arguably, if
PCL:SV items actually do form testlets, their scoring criteria
should be rewritten to clearly distinguish between them (see Cooke
and Michie, 2001).

In a related vein, when theoretically and empirically informed
revisions of the PCL measures are completed, appropriate cut
scores for diagnosing psychopathy based on the three-factor
PCL:SV model can be determined. This will permit an assessment
of whether the base rate of apparent psychopathy as defined by the
revised model is lower than that as defined by the traditional
two-factor PCL:SV model. This will aid in determining whether
the revised model is more specific in diagnosing psychopathy in
civil psychiatric patients than the traditional model.

Third, the extent to which the three-factor model of psychopathy
applies across different demographic subgroups remains an impor-
tant issue for future investigation. In this study, no substantial
differences were detected across gender and racial groups in the
factorial measurement (i.e., relations among scale items and fac-
tors) of the PCL:SV or its three-factor structure (i.e., relations
among dimensions of psychopathy). These findings are consistent
with those of Cooke, Kosson, and Michie (2001), who conducted
the only similar confirmatory factor analytic study of which we are
aware. As Cooke et al. noted, however, comparability of factor
structure is a “necessary but not sufficient” condition for ensuring
absolute generalizability of a construct across groups. For exam-
ple, even when investigators find structural equivalence for a
construct, there may be differences in the metric of a latent trait
that could be detected with IRT analyses (D. Cooke, personal
communication, November 12, 2001). Given conflicting empirical
findings (cf. Cooke et al., 2001; Newman & Schmitt, 1998; New-
man, Schmitt, & Voss, 1997), the issue of whether models of

psychopathy are truly consistent across gender and race must still
be considered an open question.

Fourth, and most important, future research must focus on
replicating and validating competing models of psychopathy. Al-
though the results of this study suggest that the three-factor model
is more plausible than the two-factor model, none of the models
tested here provided a good fit to the data. This study is among the
first to assess the three-factor model’s applicability to civil psy-
chiatric patients. To address this study’s limitations (e.g., a 29%
refusal rate), researchers should replicate its results in other set-
tings. Moreover, although internal structure analysis is a necessary
condition for validating a construct, it is certainly not a sufficient
one. The essential meaning of a construct inheres in its demon-
strated relations with other constructs in a nomological network
(see Cronbach & Meehl, 1955; MacCorquodale & Meehl, 1948).
This study suggests that, as expected, the Impulsive and Irrespon-
sible Behavioral Style factor correlated more highly than the other
factors with indices of criminal history, substance abuse, and
antisocial personality disorder. More sophisticated correlational
and experimental research is needed, however, to determine
whether the revised indicators of psychopathy are anchored in
theoretically consistent ways to a broad assortment of key psycho-
physiological, clinical, personality, and other variables. For exam-
ple, does the Deficient Affective Experience factor relate uniquely
to deficits in processing and physiological measures of fearless-
ness? Does it correspond more closely than the other factors with
observational ratings of detached, autonomous interpersonal
behavior?

As we suggested earlier, such tests of construct validity ideally
would be conducted with nonclinical, noncriminal samples. The
“best” or “purest” model of psychopathy that would describe a
random sample of the population remains to be determined.
Community-based research is essential to reduce the risk that our
understanding of psychopathy partially reflects artifacts of the
population in which it is studied.

In summary, this study is intended to inform the continued
exchange between theory and data that is essential for advancing
our understanding of the construct of psychopathy. Given their
wide recognition, the PCL measures may be used as valuable tools
for this exchange. More research of this sort is clearly needed,
particularly with community-based samples, given the centrality of
psychopathy to the fields of personality disorders and violence risk
assessment. Systematic refinements in theory and measures of
psychopathy will help prevent misapplications and misuses of a
powerful label.

References

American Psychiatric Association. (1987). Diagnostic and statistical man-
ual of mental disorders (3rd ed., rev.). Washington, DC: Author.

American Psychiatric Association. (1994). Diagnostic and statistical man-
ual of mental disorders (4th ed.). Washington, DC: Author.

Bentler, P. (1995). EQS structural equation program model. Encino, CA:
Multivariate Software.

Bentler, P., & Bonett, D. (1980). Significance tests and goodness of fit in
the analysis of covariance structures. Psychological Bulletin, 88, 588–
606.

Bentler, P., & Wu, E. (1995). EQS for Windows user’s guide. Encino, CA:
Multivariate Software.

52 SKEEM, MULVEY, AND GRISSO



Blackburn, R. (1987). Two scales for the assessment of personality disor-
der in antisocial populations. Personality and Individual Differences, 8,
81–93.

Blackburn, R. (1996). Psychopathy and personality disorder: Implications
of interpersonal theory. Issues in Criminological and Legal Psychol-
ogy, 24, 18–23.

Blackburn, R. (1998). Psychopathy and personality disorder: Implications
of interpersonal theory. In D. Cooke, A. Forth, & R. Hare (Eds.),
Psychopathy: Theory, research and practice (pp. 269–301). Dordrecht,
the Netherlands: Kluwer.

Brandt, J. R., Kennedy, W. A., Patrick, C. J., & Curtin, J. J. (1997).
Assessment of psychopathy in a population of incarcerated adolescent
offenders. Psychological Assessment, 9, 429–435.

Byrne, B. (1994). Structural equation modeling with EQS and EQS/
Windows: Basic concepts, applications, and programming. Thousand
Oaks, CA: Sage.

Church, A., & Burke, P. (1994). Exploratory and confirmatory tests of the
Big Five and Tellegen’s three- and four-dimensional models. Journal of
Personality and Social Psychology, 66, 93–114.

Cleckley, H. (1976). The mask of sanity (5th ed.). St. Louis, MO: Mosby.
Cooke, D. J., Kosson, D. S., & Michie, C. (2001). Psychopathy and

ethnicity: Structural, item, and test generalizability of the Psychopathy
Checklist—Revised (PCL–R) in Caucasian and African American par-
ticipants. Psychological Assessment, 13, 531–542.

Cooke, D., & Michie, C. (1997). An item response theory analysis of the
Hare Psychopathy Checklist—Revised. Psychological Assessment, 9,
3–14.

Cooke, D. J., & Michie, C. (2001). Refining the construct of psychopathy:
Towards a hierarchical model. Psychological Assessment, 13, 171–188.

Cooke, D., Michie, C., Hart, S., & Hare, R. (1999). Evaluating the Screen-
ing Version of the Hare Psychopathy Checklist—Revised (PCL:SV): An
item response theory analysis. Psychological Assessment, 11, 3–13.

Cronbach, L., & Meehl, P. (1955). Construct validity in psychological
tests. Psychological Bulletin, 52, 281–302.

Darke, S., Kaye, S., Finlay-Jones, R., & Hall, W. (1998). Factor structure
of psychopathy among methadone maintenance patients. Journal of
Personality Disorders, 12, 162–171.

Douglas, K., Ogloff, J., Nicholls, T., & Grant, I. (1999). Assessing risk for
violence among psychiatric patients: The HCR-20 Violence Risk As-
sessment Scheme and the Psychopathy Checklist: Screening Version.
Journal of Consulting and Clinical Psychology, 67, 917–930.

Forth, A. E., Kosson, D. S., & Hare, R. D. (in press). The Psychopathy
Checklist: Youth Version manual. Toronto, Ontario, Canada: Multi-
Health Systems.

Hare, R. (1991). The Hare Psychopathy Checklist—Revised. Toronto,
Ontario, Canada: Multi-Health Systems.

Hare, R., Harpur, T., Hakistan, R., Forth, A., Hart, S., & Newman, J.
(1990). The Revised Psychopathy Checklist: Reliability and factor struc-
ture. Psychological Assessment: A Journal of Consulting and Clinical
Psychology, 2, 338–341.

Hare, R., Hart, S., & Harpur, T. (1991). Psychopathy and the DSM–IV
criteria for antisocial personality disorder. Journal of Abnormal Psychol-
ogy, 100, 391–398.

Harpur, T., & Hare, R. (1994). The assessment of psychopathy as a
function of age. Journal of Abnormal Psychology, 103, 604–609.

Harpur, T., Hare, R., & Hakistan, R. (1989). A two-factor conceptualiza-
tion of psychopathy: Construct validity and implications for assessment.
Psychological Assessment: A Journal of Consulting and Clinical Psy-
chology, 1, 6–17.

Harris, G., Skilling, T., & Rice, M. (2002). Crime and justice: An annual
review of research on the construct of psychopathy. In M. Tonry & N.
Morris (Eds.), Crime and justice: An annual review of research (Vol. 28,
pp. 197–263). Chicago: University of Chicago Press.

Hart, S., Cox, D., & Hare, R. (1995). Manual for the Psychopathy Check-
list: Screening Version (PCL:SV). Toronto, Ontario, Canada: Multi-
Health Systems.

Hemphill, J., Templeman, R., Wong, S., & Hare, R. (1998). Psychopathy
and crime: Recidivism and criminal careers. In D. Cooke, A. Forth, & R.
Hare (Eds.), Psychopathy: Theory, research, and implications for soci-
ety (pp. 374–399). Dordrecht, the Netherlands: Kluwer.

Hu, L., & Bentler, P. (1999). Cutoff criteria for fit indexes in covariance
structure analysis: Conventional criteria versus new alternatives. Struc-
tural Equation Modeling, 6, 1–55.

Janca, A., & Helzer, J. (1990). DSM–III–R criteria checklist. DIS News-
letter, 7, 17.

Kenny, D. (1998). Multiple factor models. Retrieved January 3, 2001, from
http://w3.nai.net/�dakenny/mfactor.htm

Kim, J., & Mueller, C. (1978). Factor analysis: Statistical methods and
practical issues. Newbury Park, CA: Sage.

Kline, R. (1998). Principles and practice of structural equation modeling.
New York: Guilford Press.

Levenson, M., Kiehl, K., & Fitzpatrick, C. (1995). Assessing psychopathic
attributes in a noninstitutionalized population. Journal of Personality
and Social Psychology, 68, 151–158.

Lidz, C. W., Mulvey, E. P., & Gardner, W. (1993). The accuracy of
predictions of violence to others. Journal of the American Medical
Association, 269, 1007–1011.

Lilienfeld, S. (1994). Conceptual problems in the assessment of psychop-
athy. Clinical Psychology Review, 14, 17–38.

Lilienfeld, S. (1998). Methodological advances and developments in the
assessment of psychopathy. Behaviour Research and Therapy, 36, 99–
125.

Lilienfeld, S., & Andrews, B. (1996). Development and preliminary vali-
dation of a self-report measure of psychopathic personality traits in
noncriminal populations. Journal of Personality Assessment, 66, 488–
524.

Lilienfeld, S., Purcell, C., & Jones-Alexander, J. (1997). Assessment of
antisocial behavior in adults. In D. Stoff, J. Breiling, & J. Maser (Eds.),
Handbook of antisocial behavior (pp. 60–74). New York: Wiley.

Loranger, A., Lezenweger, M., Gartner, M., Susman, A., Herzig, J., Zam-
mit, G., et al. (1991). Trait–state artifacts and the diagnosis of person-
ality disorders. Archives of General Psychiatry, 48, 720–728.

MacCallum, R., & Austin, J. (2000). Applications of structural equation
modeling in psychological research. Annual Review of Psychology, 51,
201–226.

MacCorquodale, K., & Meehl, P. (1948). On a distinction between hypo-
thetical constructs and intervening variables. Psychological Review, 55,
95–107.

Marsh, H., & Hocevar, D. (1985). Application of confirmatory factor
analysis to the study of self-concept: First and higher order factor models
and their invariance across groups. Psychological Bulletin, 97, 562–582.

Maughs, S. (1941a). A concept of psychopathy and psychopathic person-
ality: Its evolution and historical development, Part I. Journal of Crim-
inal Psychopathology, 2, 329–356.

Maughs, S. (1941b). A concept of psychopathy and psychopathic person-
ality: Its evolution and historical development, Part II. Journal of Crim-
inal Psychopathology, 2, 465–499.

McCord, W., & McCord, J. (1964). The psychopath: An essay on the
criminal mind. Princeton, NJ: Van Nostrand.

Meehl, P. (1978). Theoretical risks and tabular asterisks: Sir Karl, Sir
Ronald, and the slow progress of soft psychology. Journal of Consulting
and Clinical Psychology, 46, 806–834.

Millon, T., Simonsen, E., & Birket-Smith, M. (1998). Historical concep-
tions of psychopathy in the United States and Europe. In T. Millon, E.
Simonsen, M. Birket-Smith, & R. Davis (Eds.), Psychopathy: Antiso-

53MODELS OF PSYCHOPATHY



cial, criminal, and violent behavior (pp. 3–31). New York: Guilford
Press.

Monahan, J., Steadman, H., Silver, E., Appelbaum, P., Robbins, P., Mul-
vey, E., et al. (2001). Rethinking violence risk assessment: Mental
disorder and the law. New York: Oxford University Press.

Mossman, D. (1994a). Assessing predictions of violence: Being accurate
about accuracy. Journal of Consulting and Clinical Psychology, 62,
783–792.

Mossman, D. (1994b). Further comments on portraying the accuracy of
violence predictions. Law and Human Behavior, 18, 587–594.

Newman, J., & Schmitt, W. (1998). Passive avoidance in psychopathic
offenders: A replication and extension. Journal of Abnormal Psychol-
ogy, 107, 527–532.

Newman, J., Schmitt, W., & Voss, W. (1997). The impact of motivation-
ally neutral cues on psychopaths: Assessing the generality of the re-
sponse modulation hypothesis. Journal of Abnormal Psychology, 106,
563–575.

Nunnally, J., & Bernstein, I. (1994). Psychometric theory (3rd ed.). New
York: McGraw-Hill.

Patrick, C., Bradley, M., & Lang, P. (1993). Emotion in the criminal
psychopath: Startle reflex modulation. Journal of Abnormal Psychology,
102, 82–92.

Pilkonis, P., & Klein, K. (1997). Commentary on the assessment and
diagnosis of antisocial behavior and personality. In D. Stoff, J. Breiling,
& J. Maser (Eds.), Handbook of antisocial behavior (pp. 109–112). New
York: Wiley.

Poincare, J. H. (2001). Science and hypothesis. In S. J. Gould (Ed.), The
value of science: Essential writings of Henri Poincare (pp. 7–165). New
York: Random House. (Original work published 1905)

Rice, M., & Harris, G. (1995). Violent recidivism: Assessing predictive
validity. Journal of Consulting and Clinical Psychology, 63, 737–748.

Robins, L. (1966). Deviant children grown up. Baltimore: Williams &
Wilkins.

Rogers, R. (1995). Diagnostic and structured interviewing: A handbook for
psychologists. Odessa, FL: Psychological Assessment Resources.

Rogers, R., Salekin, R., Hill, C., Sewell, K., Murdock, M., & Neumann, C.
(2000). The Psychopathy Checklist—Screening Version: An examina-
tion of criteria and subcriteria in three forensic samples. Assessment, 7,
1–15.

Salekin, R., Rogers, R., & Sewell, K. (1996). A review and meta-analysis
of the Psychopathy Checklist and Psychopathy Checklist—Revised:

Predictive validity of dangerousness. Clinical Psychology: Science and
Practice, 3, 203–215.

Satorra, A., & Bentler, P. (1988). Scaling correctives for chi-square sta-
tistics in covariance structure analysis. In American Statistical Associ-
ation 1988 proceedings of the business and economic sections (pp.
308–313). Alexandria, VA: American Statistical Association.

Silver, E., Mulvey, E., & Monahan, J. (1999). Assessing violence risk
among discharged psychiatric patients: Toward an ecological approach.
Law and Human Behavior, 23, 237–256.

Skeem, J., & Mulvey, E. (2001). Psychopathy and community violence
among civil psychiatric patients: Results from the MacArthur Violence
Risk Assessment Study. Journal of Clinical and Consulting Psychol-
ogy, 69, 358–374.

Steadman, H. J., Mulvey, E. P., Monahan, J., Robbins, P. C., Appelbaum,
P. S., Grisso, T., et al. (1998). Violence by people discharged from acute
psychiatric inpatient facilities and by others in the same neighborhoods.
Archives of General Psychiatry, 55, 393–401.

Steadman, H., Silver, E., Monahan, J., Applebaum, P., Robbins, P., Mul-
vey, E., et al. (2000). A classification tree approach to the development
of actuarial violence risk assessment tools. Law and Human Behav-
ior, 24, 83–100.

Steiger, J. (1980). Tests for comparing elements of a correlation matrix.
Psychological Bulletin, 87, 245–251.

Strauss, M., & Gelles, R. (1990). Physical violence in American families.
New Brunswick, NJ: Transaction.

Tabachnik, B., & Fidell, L. (1996). Using multivariate statistics (3rd ed.).
New York: Harper Collins.

Thomas-Peter, B. (1992). The classification of psychopathy: A review of
the Hare vs. Blackburn debate. Personality and Individual Differ-
ences, 13, 337–342.

Tinsley, H., & Tinsley, D. (1987). Uses of factor analysis in counseling
psychology research. Journal of Counseling Psychology, 34, 414–424.

Ullman, J. (1996). Structural equation modeling. In B. Tabachnik & L.
Fidell (Eds.), Using multivariate statistics (pp. 709–811). New York:
Harper Collins.

Widiger, T., Cadoret, R., Hare, R., Robins, L., Rutherford, M., Zanarini,
M., et al. (1996). DSM–IV antisocial personality disorder field trial.
Journal of Abnormal Psychology, 105, 3–16.

Widiger, T., & Lynam, D. (1998). Psychopathy and the five-factor model
of personality. In T. Millon, E. Simonsen, M. Birket-Smith, & R. Davis
(Eds.), Psychopathy: Antisocial, criminal, and violent behavior (pp.
171–187). New York: Guilford Press.

54 SKEEM, MULVEY, AND GRISSO



Appendix

Goodness-of-Fit Indices

Absolute Fit Indices

Chi-Square and Chi-Square/Degrees of Freedom

Maximum likelihood estimation minimizes a discrepancy function be-
tween the observed covariance matrix and the model-estimated covariance
matrix, which when multiplied by a constant depending on sample size can
be interpreted as a chi-square statistic with degrees of freedom equal to the
difference between the number of observations and parameters (Bentler,
1995; Kline, 1998). A low and nonsignificant chi-square suggests that the
data are consistent with the model being tested. However, because this
study’s large sample size is highly likely to inflate chi-square and lead to
underestimates of fit, �2/df is also reported. Marsh and Hocevar (1985)
suggested that �2/df ratios of 2:1 to 5:1 generally indicate an acceptable fit.

Goodness-of-Fit Index

The goodness-of-fit index calculates a weighted proportion of the vari-
ance in the observed covariance matrix that is accounted for by the
estimated covariance matrix (Ullman, 1996). It ranges from 0 ( poor fit)
to 1 ( perfect fit) and is analogous to a squared multiple correlation in
multiple regression (Kline, 1998). It is computed as the ratio of the sum of
the squared weighted variances from the estimated model covariance
matrix divided by the sum of the squared weighted variances from the
observed covariance matrix, or tr(ôWô)/tr(s�Ws), and W is the weight
matrix selected by the estimation method (Ullman, 1996).

Relative Fit Indices

Relative fit indices estimate model fit in terms of improvement, typically
over a null model of uncorrelated or independent variables (i.e., no com-
mon factors). Estimating fit over this null model permits nonnested models
to be compared (Church & Burke, 1993). Values of the normed fit index
and comparative fit index greater than at least .90 are generally considered
indicative of adequate fit (Bentler, 1995; Ullman, 1996), although values of
.95 have been more recently recommended for the comparative fit index
(Hu & Bentler, 1999).

Bentler–Bonett Normed Fit Index

This index is computed as (�null
2 – �model

2 )/�null
2 (Ullman, 1996). The

value of the normed fit index indicates the “proportion in the improvement
of the overall fit of the [estimated] model relative to the null model” (Kline,
1998, p. 129).

Bentler’s Comparative Fit Index

This index assesses fit slightly differently by using the noncentral
chi-square distribution with noncentrality parameters, �i. It may be less
sensitive to sample size than the normed fit index (Kline, 1998). As
noncentrality parameters increase, so does the model’s misspecification (if
the estimated model is perfect, �i � 0). The comparative fit index is
computed as 1 – (�model/�null), where �null � �null

2 – dfnull and �model �
�model

2 – dfmodel (Ullman, 1996).

Parsimonious Fit Indices

Parsimonious fit indices “take into account both the statistical goodness
of fit and the number of parameters that have to be estimated to achieve
that degree of fit” (Bentler, 1995, p. 92). The two fit indices described
below are intended to balance goodness of fit against model parsimony. For
these indices, small values (relative to competing models) indicate better
fit.

Akaike’s Information Criterion (AIC)

The AIC is simply the estimated model’s chi-square value minus two
times the model’s degrees of freedom.

Bozdogan’s Consistent AIC

The consistent version of the AIC is the estimated model’s chi-square
value minus the model’s degrees of freedom multiplied by (ln N � 1).

Noncentrality-Based Index

Noncentrality parameters test the model’s chi-square against a noncen-
tral chi-square rather than against a chi-square for a perfect fit (i.e., �2 �
0). The underlying rationale is that, even in the population, a perfect fit is
unlikely because some variables will inevitably be omitted from the model
and the variance for predicted variables will not be 100% explained. The
root-mean-square error of approximation (RMSEA) can be calculated as
the square root of [(�model

2 /dfmodel – 1)/(N – 1)]. For the RMSEA, smaller
values indicate better fit, with good models having a value of .05 or less
and adequate models having values of .10 or less.
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